Segmenting 3D Shape Parts via Text
by 2D Vision-Language Model Distillation
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Proposed Method

» Goal: Developing a zero-shot/few-shot 3D part segmentation
method by Vision-Language Model (VLM) distillation, which
resolves 3 major issues:

= 7,: the lack of 3D segmentation in invisible or undetected
regions in the 2D projections

= 75: inconsistent 2D predictions by VLMs

= 75: the lack of knowledge accumulation across shapes

= [ntroduce a cross-modal distillation framework, from 2D VLMs to
3D part segmentation model which alleviates the 3 major issues
and generalizes to both Bounding-box VLM (B-VLM) and Pixel-wise
VLM (P-VLM)

= Propose a bi-directional distillation which enhances the 2D
knowledge sources and subsequently improving the 3D predictions

= Our method can leverage existing generative models to enrich
knowledge source for distillation
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Contributions
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» Quantitative results
= Zero-shot segmentation (% mloU) on the ShapeNetPart dataset

VLM Data type Method Airplane Bag Cap Chair Earphone Overall
PointCLIP 22.0 448 134 187 28.3 31.0
. PointCLIPv2 35.7 533 53.1 519 48.1 48.4
CLIP  pointcloud " oene 344 638 561 598 626 529
Ours (TTA) 375 626 555 564 55.6 53.8
Ours (Pre) 40.6 75.6 67.2 65.0 66.3 63.9
pointicloud Ours (TTA) 57.3 627 562 742 45.8 54.7
Ours (Pre) 69.3 70.1 679 865 512 64.1
GLIP SATR [1] 32.2 32.1 218 252 194 323
mesh Ours (TTA) 53.2 61.8 449 664 43.0 49.5
Ours (Pre) 64.8 644 510 674 48.3 56.3
= Leveraging generated data
" ShapeNetPart COSEG
Disllecdat Airplane  Chair Guitar Chair  Guitar tECan (flOI" .
Train-set (baseline) 693 862 768 964 680 € code: gy
Gen. data 69.0 85.3 75.6 96.1 67.5
Gen. data & train-set 70.8 88.4 78.3 97.4 70.2
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