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The conventional training strategy requires substantial computing resources. It needs a large training set of observables to train a neural network
(NN), and the NNs used in conventional training strategies are usually complicated. Therefore, one has to spend a considerable amount of time on
training. In addition, the NN needs to be retrained if different system sizes and physical models are considered. However, our new training strategy
is more efficient compared to the conventional one. The training set consists of two artificially created configurations on a one-dimensional lattice.
The NN used for training has a simple structure: an input layer, a hidden layer with two neurons, and an output layer. Despite its simplicity, the NN
only needs to be trained once to study the critical phenomena of various classical and quantum lattice models for different length scales. It seems
like when machine learning is concerned, most phase transitions belong to a class with two elements, i.e., the Ising class.
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Prepare the Testing Set Estimate the Critical Points

2D 4-state Pous model

2D 6-state clock model
Choose 200 spins randomly from the spin configuration generated by MC simulation and i T,
Input Output encode the values to 0 and 1. -
As an example, consider the 2D ¢-state Potts model; the encoding rule is as follows: T e
When ¢ is even — take the modulus of two for every o; g
When g is odd — take the modulus of two for every a; if g, # g; assign 0 or 1 with equal |
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Meaning of NN’s Output

The magnitude of NN's output, R, is similar to the order parameter, such as

Calculate the Critical Exponents

For a phase transition, if the quantity Q is dimensionless, then a smooth data

The curves for different length scales converge to a single curve when 7 < 7, and diverage
around 7. Finally, the curves reach their minimum value at high 7.

collapse curve should appear when plotting Q against (T — T/T)L". By collapsing the
curves for different length scales, we can determine the critical exponents.

2D 2-state Potts model 2D 4-state Potts model

Study the Types of Transitions

The histogram of R is used to study the types of phase transitions. For a first-order phase
transition, the histogram shows a distinct two-peak structure. In a first-order phase
transition, the difference between the peaks and the valley increases with the system size,
while in a second-order phase transition, this difference approaches a constant.

7 T
i ' Thag,
e ) ) e | e ye23,=112T. 09103
'''''' =1,B=1/8, T =11355 4 .
g o v=1.p "’.‘ - L=512 7= 11371 L=967=0701917
| . 3
o = % 4 F oL 4 o
£ « ] 2 E 43 T e \ =
£, ! L H w | s e s H
P e | g ormee || wemt = (R E &7 |f e Hoie
=g | os| | B Lmos | 1Ry F— & iom
£ L=l S 2 e + L=128 | T Ls it-24 i
JoF e L » | § =10 | i ez - e
H e, ol
5 W e s T 0 s P — R 3
il as functions of T for various L “The magnitude of output R as functions of 7 AT Hr=ramay
for two-state Potts model for various L for two-state Poits model
R R
Gk SAT

AR — R R ARFGHER  BR TR T O EEAFRRA BRI T E o AARAAERBE 0T B A REATRE - RITIFR LM F - AR
£ B b A RUTRITT AR 0 REFRAT KM 1k o IR FEARIA KA F R0 LFF ARG > RRB R RIEAE -

IS S
P AL

CNEIFFOUNDATION




